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Abstract

Blind inverse problems, where both the target data and for-
ward operator are unknown, are crucial to many computer
vision applications. Existing methods often depend on re-
strictive assumptions such as additional training, opera-
tor linearity, or narrow image distributions, thus limiting
their generalizability. In this work, we present LADIBI, a
training-free framework that uses large-scale text-to-image
diffusion models to solve blind inverse problems with mini-
mal assumptions. By leveraging natural language prompts,
LADIBI jointly models priors for both the target image and
operator, allowing for flexible adaptation across a variety
of tasks. Additionally, we propose a novel posterior sam-
pling approach that combines effective operator initializa-
tion with iterative refinement, enabling LADIBI to operate
without predefined operator forms. Our experiments show
that LADIBI is capable of solving a broad range of image
restoration tasks, including both linear and nonlinear prob-
lems, on diverse target image distributions.
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1. Introduction

Inverse problems are fundamental to many computer vi-
sion tasks, where the goal is to recover unknown data x
from observed measurements y. Formally, these problems
can be expressed as y = Agy(x) + n, where A is a op-
erator representing the forward process parametrized by ¢,
and m is the measurement noise. These problems are crit-
ical in fields such as medical imaging, computational pho-
tography and signal processing, as they are inherently tied
to real-world scenarios like image decompression, deblur-
ring, and super-resolution [13, 17, 41, 43]. Recently, deep
learning-based methods [7, 8, 10, 22, 30, 44] have emerged
as powerful tools for solving inverse problems. In particu-
lar, diffusion models offer an elegant solution that incorpo-
rates pre-trained models in diverse conditional settings, pro-
viding flexible and scalable frameworks for reconstructing
high-quality data by guiding the generation process through
the measurement constraints [3, 14, 19, 36, 37, 42].
However, most of these efforts focus on inverse problems
where the operator Ay is assumed to be known. In practice,
the forward operator is often unknown, leading to what are
termed blind inverse problems. Solving these blind inverse
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Figure 1. Our proposed LADiBI is a training-free blind inverse problem solving algorithm using large pre-trained text-to-image diffusion
models. LADiBI is applicable to a wide variety of image distribution as well as operators with minimal modeling assumptions imposed.



problems remains a significant challenge due to their ill-
posed nature. Consequently, current methods address this
problem by introducing various assumptions about the prior
distributions of the target data and unknown operator. These
assumptions are typically incorporated through a combina-
tion of the following strategies: (1) using explicit formu-
las or specific neural network architectures to hand-craft in-
ductive biases, (2) simplifying the operator with linear as-
sumptions, (3) restricting target distributions to narrow im-
age classes, (4) collecting measurement, operator or image
datasets to train models tailored to specific tasks. While
effective in certain cases, these solutions often entail sig-
nificant computational and manual overhead, limited flexi-
bility, and substantial barriers to practical deployment due
to complex model training, costly data curation, unrealistic
assumptions, and laborious hyperparameter tuning. These
limitations raise a critical question: can we design an al-
gorithm that applies to diverse operators and target image
distributions without additional training or data collection?

To tackle this challenge, we formulate this problem
as a Bayesian inference problem, where the optimal so-
lution is to sample from the posterior p(x, Aysly) o
p(ylz, Ag)p(x, Ag). State-of-the-art  diffusion-based
methods often simplify this problem by assuming inde-
pendence between the target image and operator distribu-
tions [8, 23, 27, 34]. Although this independence assump-
tion reduces the modeling difficulty, we challenge its va-
lidity by observing the correlation between the target im-
age distribution and the operator distribution, and argue
that this assumption heavily restricted the flexibility of the
current diffusion-based approaches. To address this prob-
lem effectively, we first propose to estimate the joint dis-
tribution p(x,A,) instead. While this estimation seems
intractable on the first glance, there actually exists a sur-
prisingly simple solution — large-scale pre-trained text-to-
image diffusion models already capture diverse target data
and measurement distributions. Moreover, many inverse
problems can be described using natural language, allow-
ing tasks like deblurring or super-resolution to be expressed
through prompts such as “high-definition, clear image” for
the target and “blurry, low-quality” for the measurement.
By simply prompting with classifier-free guidance [15], we
can approximate the score of this challenging joint prior dis-
tributions across a wide range of image and operator types
using the same base model, significantly extending the flex-
ibility of the current diffusion-based framework.

In addition to a strong prior, an effective posterior sam-
pling technique is also crucial for meeting measurement
constraints. Existing methods generally fall into two cate-
gories: Gibbs or EM-style alternating optimization [23, 27],
which suits diffusion-based setups without additional train-
ing but is sensitive to operator initialization and tuning, and
a two-step approach that first estimates the operator fol-

lowed by solving the non-blind problem [34], which often
requires training and strong assumptions. To obtain the best
of both worlds, we propose a hybrid approach: first, we ob-
tain a reasonable initial estimate of the operator parameters,
and then apply the alternating optimization to iteratively re-
fine both operator parameters and data estimates through-
out the diffusion process. Obtaining a reliable initial op-
erator estimate can be difficult for broad functional classes
like neural networks. To address this, we introduce a novel
initialization scheme that leverages the pseudo-supervision
signals from multiple lower-quality data estimation gener-
ated by fast posterior diffusion sampling. This approach
eliminates the assumption of a specific form of operators,
allowing for nonlinear blind inverse problem solving and
flexible operator parametrization.

Combining the strong prior with the effective poste-
rior sampling technique, we introduce Language-Assisted
Diffusion for Blind Inverse problems (LADiBI), a training-
free method that leverages large-scale text-to-image diffu-
sion models to solve a broad range of blind inverse prob-
lems with minimal assumptions. LADIBI can be directly
applied across diverse data distributions and allows for
easy specification of task-specific modeling assumptions
through simple prompt adjustments. Algorithm 1 provides
an overview of LADiBI, which can be easily adapted from
the standard inference algorithm used in popular text-to-
image diffusion models. Unlike existing methods, LADiBI
requires no model retraining or reselection for different tar-
get data distributions or operator functions; instead, all prior
parameterization is encoded directly in the prompt, which
users can adjust as needed. Notably, we do not assume lin-
earity of the operator, making LADIiBI, to the best of our
knowledge, the most generalizable approach to blind in-
verse problem solving in image restoration.

We evaluate LADiBI against state-of-the-art baselines
across several blind image restoration tasks, including two
linear inverse problems (motion deblurring and Gaussian
deblurring) and a nonlinear inverse problem (JPEG decom-
pression), on various image distributions, as illustrated in
Figure 1. In the linear cases, our method matches the perfor-
mance of the state-of-the-art approaches, which require ex-
tensive assumptions and model specifications. Additionally,
LADIiBI is the only method tested that successfully per-
forms JPEG decompression without any information about
the task, such as the compression algorithm, the quantiza-
tion table or factors, relying solely on observations of the
compressed images.

2. Background & Related Works

Diffusion for Inverse Problem Solving Diffusion mod-
els, also known as score-based generative models [16, 38],
generate clean data samples x( by iteratively refining
noisy samples x; using a time-dependent score function



Table 1. A conceptual comparison between our proposed LADiBI and the existing literature.

Method Family Method Prior Type Diverse Image Prior No Additional Training Flexible Operator
R Pan-/ [28] Inductive bias X v X
Optimization-based 5/ hOp[29]  Inductive bias x v x
Unsupervised SelfDeblur [30] Inductive bias X X v
Supervised MPRNet [44] Discriminative X X v
P DeblurGANV2 [22] GAN x x v
BlindDPS [8] Pixel diffusion X X X
Diffusion-based GibbsDDRM [27] l;lex)il_tdol_fif;s;o: X v X
LADIBI (Ours) & v v v

latent diffusion

V., log p:(x:). This score function is usually parametrized
as a noise predictor €p(x,t) and can be used to produce
the clean data samples by iteratively denoising the noisy
samples from the noise prediction. Particularly, a popular
sampling algorithm DDIM [35] adopts the update rule

By q = 5 : <(l7t—\/1—64t69(213t,t)
t—1 — t— =
Vo

intermediate estimation of &, denoted as &g

+4/1— a1 — ofeq(my, t) + o€ (1

that consists of an intermediate estimation of the clean data
in order to perform fast sampling.

Because of this iterative sampling process and its close
connection to the score function, many efforts attempt to use
unconditionally pretrained diffusion models for conditional
generation [1 1, 26, 37, 38], especially inverse problem solv-
ing [7, 9, 19, 36], without additional training. Generally,
when attempting to sample from the conditional distribu-
tion p(x|y), they decompose its score as

Vo, logpi(ze|y) = Va, log pr(x:) + Va, log pi(y|z:)
2
Since Vo, log p:(+) can be obtained from an uncondition-
ally pre-trained diffusio model, these methods usually aim
at deriving an accurate approximation for V4, log p;(y|x:).
As text-to-image latent diffusion models become in-
creasingly popular and powerful [2, 33, 45], recent work
has explored using these large language-conditioned mod-
els for inverse problem-solving. In particular, MPGD [14]
addresses noisy inverse problems by leveraging the natural
manifold preserving property of the latent diffusion mod-
els. Specifically, it modifies the intermediate clean latent
estimate zq; using the following posterior update rule

2ot = 2ot — ¢t Vzo,, [y — As(D(zo))lz (3

where D(zq;) represents the decoded intermediate clean
image estimation and c; is the step size hyperparameter
to account for the unknown noise level o. The Lo loss

ly — Aé(D(zmt))H% is induced by the additive Gaussian
noise assumption from conventional inverse problem set-
ting. Although these diffusion-based methods performs
well on diverse data distributions and tasks, they all require
the operator A sto be known.

Blind Inverse Problem Blind inverse problems aim to re-
cover unknown data € R? from measurements y € R™,
typically modeled as:

y=Ay(x) +n “4)

where A : R? — R™ is the forward operator parameter-
ized by unknown function ¢, and n ~ N(0,0%I) € R™
represents measurement noise with variance ¢21. Blind in-
verse problems are more difficult due to the joint estimation
of  and Ay, and are inherently ill-posed without further
assumptions. As a result, existing methods typically incor-
porate different assumptions about the priors of the target
image data as well as the unknown operator.

Conventional methods use hand-crafted functions as im-
age and operator prior constraints [5, 20, 24, 28, 29]. They
often obtain these functional constraints by observing cer-
tain characteristics (e.g. clear edges and sparsity) unique to
certain distributions that are usually considered as the tar-
get data distribution (e.g. clear and well-calibrated photos
of the real world) and the operator distribution (e.g. some
blurring kernels). However, not only are these hand-made
functions not generalizable, they also often require signifi-
cant manual tuning efforts for each individual image.

With the rise of deep learning, neural network has be-
come a popular choice for parameterizing priors [12, 21,
22, 30, 40, 44]. In particular, Kupyn et al. [21, 22], Za-
mir et al. [44] use supervised learning on data-measurement
pairs to jointly learn the image-operator distributions, and
Ren et al. [30], Ulyanov et al. [40] apply unsupervised
learning solely on measurements by leveraging deep con-
volutional networks’ inherent image priors. These methods
offer significant improvement over traditional approaches.
However, their learning procedures require separate data
collection and model training for each image distribution



and task, making them resource-intensive. Although some
attempt to generalize by training on a wide range of data and
measurements, our experiments show that they still struggle
to adapt to unseen image or operator distributions.

Recently, inspired by advances in diffusion models for
inverse problem solving, numerous efforts have incorpo-
rated the generative priors from pre-trained diffusion mod-
els. However, most of these methods still lack generalizabil-
ity [8, 23, 27, 34]. For instance, Chung et al. [8], Sanghvi
et al. [34] require training separate operator priors, while
Murata et al. [27] remains training-free but rely on the op-
erator kernel’s SVD for feasible optimization. These ap-
proaches generally depend on linear assumptions about the
operator and well-trained diffusion models tailored to spe-
cific image distributions, limiting their ability to generalize
across diverse image and operator types.

Concurrent to our work, two methods [, 39] attempt
to address these limitations. However, Tu et al. [39] only
slightly relaxes the operator constraints to linear function
with additive masking. It also only uses pixel diffusion
rather than more powerful latent diffusion models. Anony-
mous [1] relies on hand-crafted update rules for each task,
lacking a truly generalizable framework. More importantly,
neither method leverages the flexibility provided by text
prompts in large text-to-image diffusion models.

Table | summarizes the conceptual difference between
out method and popular approaches in current literature. By
leveraging large-scale pre-trained text-to-image latent diffu-
sion models and our new posterior sampling algorithm, our
method offers the most generalizability across diverse im-
age and operator distributions with no additional training.

3. Method

In this paper, we aim to tackle the problem of blind inverse
problem solving defined in Equation 4. Our solution (Al-
gorithm 1) has the following desiderata: (1) No additional
training: our method should not require data collection or
model training, (2) Adaptability to diverse image priors:
the same model should apply to various image distributions,
(3) Flexible operators: no assumptions about the opera-
tor’s functional form, such as linearity or task-specific up-
date rules, should be necessary. To make this problem feasi-
ble, we assume access to open-sourced pre-trained models.

To tackle this problem, we first formulate it as a Bayesian
inference problem where the optimal solution is to sample
from the posterior

p(x, Ayly) o< p(ylx, Ag)p(z, Ag). 5)

This formulation allows us to decompose this problem into
two parts: first obtaining a reliable estimation of the prior
p(Ag) and then maximizing the measurement likelihood
p(ylez, Ap). This makes diffusion-based framework the

Algorithm 1 Our algorithm LADiBI

1: /* Initialize latent with encoded measurement y & SDEdit */
2z, = \/ﬁE(y) + /1 — ar,er, forer, ~ N(O, I)

3: Initialize ¢ with a fixed operator prior or Algorithm 2

4. fort=Ts,...,1do

5 /* Use time-traveling for more stable results */

6 forj=1,...,M do

7: /* Use CFG to obtain accurate prior */

8

9

Calculate é(z¢,t) with Eq. 7
: Zo‘t = \/%(zt — \/1 — O_étég(zt,t))
10: if j =0 (mod 2) then

11: /* Perform MPGD with the estimated A<Z> */

12: Update zq; with Eq. 8

13: end if

14: zio1 = Ja1zop + V1 — @1 — ofep(ze,t) +

Ot€t for (S N(O,I)
15: zt:1/55‘112,5—0—1/1—&f‘ileiforeiw./\/'((),[)
16: end for
17: /* Periodically update ¢ with zq; and Eq. 9 */
18: ift =0 (mod 5) then

19: forkz:l,..,,{(do A
2: $ = Adam(d, Ly (zo1e, $))
21: end for

22: end if

23: end for

24: return zo = D(z0)

ideal approach as its posterior sampling process naturally
separates these two stages (by Equation 2).

3.1. Obtaining a better Prior

Most existing diffusion-based methods [I, 8, 23, 27,
34, 39] avoid modeling the joint prior and instead fur-
ther decompose the goal distribution as p(x, Asly) o
ply|x, Ay)p(x)p(Ag), under the assumption that the tar-
get data distribution p(zx) independently from the operator
distribution p(Ag). In this way, they can separately model
the image and operator distribution by pre-trained diffusion
models or fixed distributions and thus bypass the combina-
torial complexity. However, is this truly a fair assumption?
Consider the task of deblurring and super-resolution. A
low-resolution blurry measurement may correspond to a
high-resolution blurry image (e.g. an out of focus DSLR
photo) if the operator is a downsampler, or to a low-
resolution clear image if the operator is a blur kernel. Simi-
larly, different target image distribution can imply different
operators: for example, the estimated blur kernel should dif-
fer if the target is a realistic photo versus an Impressionist
painting, even when both share the same measurement.
These observations suggest that p(x) and p(Ag) should
be correlated, and previous methods can make this inde-
pendence assumption because they implicitly restrict the
types of operations and target images they handle. In other



words, while this independence assumption reduces model-
ing complexity, it also significantly limits the flexibility of
the resulting algorithms. Consequently, most existing meth-
ods require additional training or parametrization of the op-
erator prior and need to switch the image prior models when
the target distribution changes.

Therefore, to build a unified training-free algorithm, we
should directly model p(x, Ay), or in the case of diffusion
models, Vg, logp(x;, As). On the first glance, model-
ing Vg, logp(xs, Ag) appears intractable. However, with
large-scale pre-trained text-to-image diffusion models now
widely available, we have a surprisingly simple solution:

In practice, the target data distribution (e.g. ““a high-
resolution photo”) and the forward operation (e.g. “Gaus-
sian blur”) can often be effectively described in natural lan-
guage. We can specify the target distribution by using its
description as a positive prompt. Specifying the operator
distribution is less direct, as these pre-trained models are
designed to represent image distributions rather than op-
erators. However, by leveraging classifier-free guidance
(CFG) [15], we can implicitly define the operator distri-
bution through negative prompts. For example, if the op-
erator is Gaussian blur, an effective negative prompt can
be “blurry image, low quality”. Formally, denote positive
prompt as ¢ and negative prompt as c_, we can approxi-
mate Vg, log p(x, Ag) as

Va, logp(x;, Ag) = Vg, log p(x|c_)
+ (Vg logp(xi|ey) — Vg, log p(xi]c-)) (6)

where v > 1 is a weighting hyperparameter. This is equiva-
lent to approximating p(x, Ay) as a distribution that is pro-
portional to p(z|c_ )~ Vp(x|cy ).

When using latent diffusion models parameterized by 6,
this corresponds to having the empirical noise prediction

€o(2zt,t) = €o(2ze,t,c—) +v(eo(2ze,t, e4) — €a(2ze,t,e-)) (7)

This way, our method not only models this seemingly
extremely intractable joint distribution in a remarkably sim-
ple way, it also enable wide range of applications with di-
verse target image and operator distributions by leveraging
the knowledge in large-scale pre-trained text-to-image dif-
fusion models like Stable Diffusion[31].

3.2. Obtaining a better Posterior

In addition to a strong prior, our final output image should
also satisfy the measurement constraint.Given the problem
setup in Equation 4, the measurements are subject to addi-
tive Gaussian noise n, hence log p(y|@, Ay) = — 5 |ly —
Ay (x)||3. When Ay is known, we can use the MPGD up-
date rule in Equation 3 to perform posterior sampling.
However, since Ay is not known, the true parameters ¢

is often approximated by another set of parameters (;AS This

Algorithm 2 General Operator Initialization
forj=1,...,M do
/* Initialize latent batch with encoded y & SDEdit */
) ~N(0,I) fori=1,2,...,N
2 = Varn B(y) + VI = ane;)

1:
2
3
4
5: /* Use MPGD to obtain latent estimations {z(i) N
6
7
8

o[tJi=1
fort =1T1},...,1and all 7 in parallel do
Calculate & (2", t) with Eq. 7
: 2 = (2 — VT=asee (2", 1))
9: if j # 1 then

10: Update z((fli with Eq. 8
11: end if

12: 2 = Vaaz) + VT —a1 —ofeo(z" 1) +
el for el ~ N (0, 1)

13: end for

14: /* Update ¢ with {zéz‘z}f\lzl and Eq. 9 #/
15: fork=1,...,Kdo )

16: ¢ = Adam(¢, % SV, Lo(2(”, 6))
17: end for

18: end for

19: returnc;;

approximation is usually addressed by one of the two strate-
gies: an alternating optimization scheme that jointly ap-
proximates a and ¢, or obtaining a reliable qﬁ first then solv-
ing a non-blind inverse problem. The first approach is well-
suited for training-free settings as it can be well integrated
with diffusion-based methods, but it is often highly sensi-
tive to qAS initialization and tuning. The second approach can
perform well if a strong (;3 is obtained, though it usually re-
quires training and additional assumptions or restrictions.
We propose to combine the two strategies above: we first
obtain a reliable initial g{), and then perform an alternating
optimization to iteratively refine both the operator parame-
ter and data estimations throughout the diffusion process.

(ﬁ Initialization In some cases, initializing the operator
parameters is straightforward — for example, for a slight
blur, an identity function can be a reasonable stating point.
Alternatively, reliable operator priors, such as the pre-
trained prior in BlindDPS [8] or the Gaussian prior in Gibb-
sDDRM [27] for linear operators, can also provide effec-
tive initializations for simple kernels. However, when the
operator requires complex functions like neural networks,
obtaining good initializations becomes more challenging.
To address this, we propose a new algorithm for gen-
eral operator initialization by drawing further inspiration
from alternating optimization algorithms. Note that since
the goal here is only to initialize é, the quality of interme-
diate x estimates is less critical as long as they provide a
useful signal. Unlike other diffusion-based methods that al-
ternate optimization targets at each diffusion step, we use
SDEdit [26] and MPGD [14] with very few diffusion steps



to quickly obtain a batch of x estimates. We then perform
maximum likelihood estimation (MLE) on these estimates
to update é using Adam optimizer. As detailed in Algo-
rithm 2, repeating this process can leverage the diffusion
prior to quickly converge to a reliable starting point for ngS
Notice that we only assume that ¢ can be approximated
by differentiable functions, allowing A 4 o be parameter-
ized by general model families such as neural networks.
Moreover, as mentioned earlier, any well-performing oper-
ator priors can be seamlessly integrated into our framework.

Iterative Refinement After initializing g% we then per-
form another alternating optimization scheme to refine both
the operator and the data. In particular, we alternate be-
tween updating 2, using MPGD guidance with A $ fixed

and updating the MLE estimation of é using Adam with
2z|¢ fixed throughout the diffusion process.

Since unlike GibbsDDRM, which uses Langevin dy-
namics to update the operator, we solve for a local opti-
mum. Therefore, it’s reasonable not to update the operator
too frequently. Empirically, we find that periodic updates
to the operator in combination of the time-traveling tech-
nique [25, 42] yield the best results

In addition, since MPGD supports any differentiable loss
function, we can incorporate techniques like regularization
to further improve the visual quality. In practice, we use

2ol = 2oje =t Vgy, (|1y—A3 (D(2010)) |5+ A=LPIPS(D(201c), )

3
as the MPGD update rule and

Ly(zo10:9) = lly = Az(D (200 )13 + Aol bl 9)

as the Adam objective. Here LPIPS(-) denotes the LPIPS
distance between two images and || - ||; denotes the L; reg-
ularization term. A, and A, are adjustable hyperparameters.

By combining large-scale language-conditioned diffu-
sion priors, effective operator initializations, and the it-
erative refinement process described above, we introduce
LADiBI (Algorithm 1), a new training-free algorithm for
blind inverse problem solving that supports diverse target
image distributions and flexible operators.

4. Experiments

4.1. Experimental Setup

We empirically verify the performance of our method with
two linear deblurring tasks, Gaussian deblurring and motion
deblurring, and a non-linear restoration task, JPEG decom-
pression. Here we provide the details of our experiments.

Datasets We conduct quantitative comparisons on the
datasets FFHQ 256 x 256 [18] and AFHQ-dog 256 x 256
[6]. We use a size of 1000 images for FFHQ and 500 for
AFHQ, following the setting in Murata et al. [27].

Baselines We compare our method against other state-of-
the-art approaches as baselines. Specifically, we choose
Pan-10 [28] and Pan-DCP [29] as the optimization-based
method, SelfDeblur [30] as the self-supervised approach,
PRNet [44] and DeblurGANV2 [22] as the supervised base-
lines, and BlindDPS [8] and GibbsDDRM [27] as the
diffusion-based methods. All baselines are experiments us-
ing their open-sourced code and pre-trained models, whose
details are provided in the appendix.

Implementation Details We conduct all experiments an
NVIDIA A6000 GPU. We use Stable Diffusion 1.4 [31],
DDIM 200-step noise scheduling, and 75, = 150, M = 4
for all tasks. We set positive prompts as “a clear headshot
of aperson” and “a clear headshot of an animal” for FFHQ
and AFHQ experiments respectively. We adjust negative
prompts according to each individual task, and the details
will be provided in the following sections.

Evaluation Metrics We evaluate our method and the
baselines with three quantitative metrics: LPIPS [46],
PSNR and KID [4]. Each metric has its own significance
and reveals a different set of characteristics about perfor-
mance. In particular, PSNR directly measures the pixel-by-
pixel accuracy of the reconstructed image compared to the
original, while LPIPS measures how similar two images are
in a way that reflects human perception. Finally, KID eval-
uates the image fidelity on a distribution level.

4.2. Blind Linear Deblurring

We first test our method against the baselines on linear de-
blurring, which is the design space of most baselines. We
evaluate all methods on two types of blur kernels: Gaussian
blur and motion blur.

Setup To generate measurements, we apply randomly
generated motion blur kernels with intensity 0.5 and Gaus-
sian blur kernels with standard deviation 3.0 respectively.
The final measurements are derived by applying a pixel-
wise Gaussian noise with o = 0.02. We use a 61 x 61 con-
volutional matrix as gz@ and we initialize it as a Gaussian ker-
nel of intensity 6.0 following Murata et al. [27]. We adjust
the negative prompts to the potential negative image arti-
facts induced by the degradation operation, such as “lowres,
blurry, DSLR effect, poorly drawn face, deformed, bad pro-
portions, ...” for Gaussian blur, “shaken image, morbid, mu-
tilated, text in image, disfigured, ...” for motion blur. Full
prompts are included in the appendix.

Results Table 2 and Figure 2 show results on blind lin-
ear deblurring. Our method matches the performance the
state-of-the-art method GibbsDDRM, which is explicitly
designed to solving linear problems using SVDs. In fact,
GibbsDDRM'’s highly specialized design makes it so sen-
sitive that even small discrepancies (e.g. kernel padding)
between their modeling assumption and the ground truth



Table 2. Quantitative results on blind linear deblurring tasks. “GibbsDDRM” denotes the results from directly running their open-sourced
code and “GibbsDDRM*” denotes the results after adjusting their code to match with the ground truth kernel padding.

FFHQ AFHQ

Method Motion Gaussian Motion Gaussian
LPIPS| PSNRT KID| LPIPS] PSNRT KIDJ| LPIPS] PSNRT KID] LPIPS| PSNRt KID/]
SelfDeblur 0.732 9.05 0.1088 0.733 8.87 0.0890 0.742 9.04 0.0650 0.736 8.84 0.0352
MPRNet 0.292 22.42 0.0467 0.334 23.23 0.0511 0.324 22.09 0.0382 0.379 2197  0.0461
DeblurGANv2 0.309 22.55 0.0411 0.325 26.61 0.0227 0.323 22.74 0.0350 0.340 2712 0.0073
Pan-10 0.389 14.10 0.1961 0.265 20.68 0.1012 0414 14.16 0.1590 0.276 21.04  0.0320
Pan-DCP 0.325 17.64 0.1323 0.235 24.93 0.0490 0.371 17.63 0.1377 0.297 25.11 0.0263
BlindDPS 0.246 20.93 0.0153 0.216 25.96 0.0205 0.393 20.14 0.0913 0.330 2479  0.0268
GibbsDDRM 0.293 20.52 0.0746 0.216 27.03 0.0430 0.303 19.44 0.0265 0.257 24.01 0.0040
LADIBI (Ours) 0.230 20.96 0.0084 0.197 21.08 0.0068 0.262 21.20 0.0132 0.204 2433 0.0065
GibbsDDRM* 0.199 22.36 0.0309 0.155 27.65 0.0252 0.278 19.00 0.0180 0.224 21.62  0.0040

Measurement SelfDeblur DeblurGANv2

.'*Ar_

operator can result in significant performance degradation.
Moreover, although BlindDPS and GibbsDDRM use diffu-
sion models that are trained on the exact data distributions
tested, our method can still match or outperform them with
the large-scale pre-trained model. In addition, even though
supervised methods can obtain higher PSNR, our method
produces the fewest artifacts, which is also validated by the
LPIPS and KID scores. Overall, our method offers a consis-
tently competitive performance on linear tasks, even though
our method is designed for more general applications.

4.3. Blind JPEG Decompression

We further compare our method with baselines on JPEG
decompression, a particularly challenging task due to the
non-linear, non-differentiable nature of JPEG compression.
Unlike traditional settings, our experiments provide no task-
specific knowledge, such as the compression algorithm,
quantization table, or factors — algorithms rely solely on the
measurement images.

Figure 2. Qualitative results on blind linear deblurring tasks. From top to bottom we showcase examples from motion deblur on FFHQ,
Gaussian deblur on FFHQ, motion deblur on AFHQ, and Gaussian deblur on AFHQ respectively.

MPRNet BlindDPS GibbsDDRM LADIBI (Ours) Ground Truth

MA_ i h_

e Mt Rt

Table 3. Quantitative results on blind JPEG decompression task.

FFHQ AFHQ
Method LPIPS| PSNRT KIDJ LPIPS| PSNRT KIDJ
SelfDeblur 0.676 884 01959  0.703 889  0.1173
MPRNet 0.785 599 0.8008  0.769 593 0.6809
DeblurGANV2 0473 2148 02207 0502 2176  0.1527
BlindDPS 0431 2155 01791 0397 2087 02108
GibbsDDRM 0841 1391 02915 0775 1459 02915
LADIBI (Ours) 0268 2140 00172 0315  2L12  0.0216

Setup We generate measurements using JPEG compres-
sion with a quantization factor of 2. We use a neural net-
work with a 3-layer U-net [32] to parametrize the operator.
The operator is initialized using Algorithm 2 with M = 8
and N = 4. We use phrases including “pixelated, low qual-
ity, jpeg artifacts, deformed, bad proportions, ...” as nega-
tive prompt, whose full version is provided in the appendix.

Results Table 3 and Figure 3 present the results on the
JPEG decompression task. It is evident through both quanti-
tative and qualitative results that our method is the only one
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LADIBI (Ours) Ground Truth

BlindDPS GibbsDDRM

Figure 3. Qualitative results on the blind JPEG decompression task.

Table 4. Ablation study on our proposed algorithm.

Removed Component LPIPS| PSNR1 KID|
Text prompts 0.500 18.88 0.0483
MPGD guidance 0.470 17.80  0.0434

Q§ Initialization 0.355 19.74 0.0250
LADIiBI 0.315 21.12  0.0216

capable of enhancing the fidelity of the images and main-
taining consistency to measurements. Unlike the baselines,
which struggle with this task due to their limited posterior
formulations, our flexible framework adapts to approximate
this challenging operator and produces high quality images.

4.4. Ablation Studies

To showcase the effectiveness of each part of our algorithm,
we conduct ablation study on AFHQ dataset with JPEG
decompression task. In particular, we test the importance
of suitable ad-hoc prompts, the use of MPGD guidance,
and the operator initialization for neural network .4 e in-
between diffusion steps. We keep SDEdit in all settings to
encode the measurement information for fair comparisons.
As shown in Table 4, each of the aforementioned compo-
nents plays a significant role in our scheme and is indis-
pensable for producing high quality results.

4.5. Style Preserving Deblurring

In order to demonstrate our method’s ability to solve blind
inverse problems from a wider range of image distributions,
we present indicative examples of Gaussian and motion de-
blurring on Monet paintings in Figure 4. We use the same
negative prompts as in the previous experiments and “a

Measurement Bascline LADIBI (Ours) Ground Truth

Figure 4. Qualitative results on blind deblurring Monet paintings.

portrait of a person as a Monet style painting” as positive
prompts. We notice that, although the images portray hu-
man faces, the baseline method using models trained on re-
alistic human face images cannot accurately solve the prob-
lem, while our method effectively generates images consis-
tent with both the measurement image and the painting style
present in the ground truth image.

5. Conclusion

In this work, we propose LADiBI, a new training-free al-
gorithm to solving blind inverse problems in image restora-
tion using a large-scale pre-trained text-to-image diffusion
model. Our method leverages text prompts as well as pos-
terior guidance on intermediate diffusion steps to guide the
generation process towards clean reconstructions based on
degraded measurements, in cases where the degradation op-
eration is unknown. Experimental results demonstrate that
LADIiBI achieves competitive performance on tasks with di-
verse operator and is also capable of covering a wider range
of image distributions compared to baselines.
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A. Additional Implementation Details

We offer more detailed information regarding the imple-
mentation setup for Algorithms 1 and 2. All experiments
are conducted using an NVIDIA A6000 GPU. In an ef-
fort to make our methodology generalizable and extensi-
ble to other inverse problems, we attempt to maintain the
same hyper-parameter values across tasks wherever possi-
ble. Each hyper-parameter value has been chosen after con-
ducting preliminary experiments for a specific range and
opting for the value that offers the best performance. In-
dicative examples of such experiments are shown in C. In
particular, we run Algorithm 1 for Ty, = 150 timesteps
while performing 4 repetitions as part of the time-traveling
strategy. We encode the measurement as @7, by applying
the forward diffusion process up to timestep 800. In paral-
lel with the reverse diffusion process, we update dA> every 5
timesteps, each time conducting KX = 150 gradient steps.
We adust the ¢; and the A4 parameters of Equations 8 and
9 to 30 and 2 respectively. In terms of the operator initial-
ization process described by Algorithm 2, we make use of
a batch of N = 4 samples and run M = 8 iterations, each
comprising T; = 60 timesteps.

Additionally, schematic overviews of Algorithms 1 and
2 are presented in Figures 5 and 6.

Furthermore, there are some parameters in our approach
for which employing a task-aware setup strategy is essen-
tial for state-of-the-art performance. These are the prompt
sentences as well as the architecture of <£ Here we provide
details with respect to these parameters according to each
restoration task:

2010 = 2ot = €4V 2z, Lz (201 ) |
+A:2(D(2g1)))

)\/_\

+ “a clear headshot of a person”
- “blurry, pixelated, low quality,
poorly drawn face, deformed, ...”

Motion Deblurring

* Positive prompts: “a clear headshot of a person/animal”

* Negative prompts: “shaken image, motion blur, pixe-
lated, lowres, text, error, cropped, worst quality, blurry
ears, low quality, ugly, duplicate, morbid, mutilated,
poorly drawn face, mutation, deformed, blurry, dehy-
drated, blurry hair, bad anatomy, bad proportions, dis-
Jigured, gross proportions”

* ¢ architecture: A single 61 x 61 convolutional block with
3 input and 3 output channels.

Gaussian Deblurring

* Positive prompts: “a clear headshot of a person/animal”

* Negative prompts: “blurry, gaussian blur, lowres, text,
error, cropped, worst quality, blurry ears, low quality,
ugly, duplicate, morbid, mutilated, text in image, DSLR
effect, poorly drawn face, mutation, deformed, dehy-
drated, blurry hair, bad anatomy, bad proportions, dis-
figured, gross proportions”

. qAS architecture: A single 61 x 61 convolutional block with
3 input and 3 output channels.

JPEG Decompression

» Positive prompts: “a clear headshot of a person/animal”

e Negative prompts: “pixelated, lowres, text, error,
cropped, worst quality, blurry ears, low quality, jpeg ar-
tifacts, ugly, duplicate, morbid, mutilated, text in im-
age, DSLR effect, poorly drawn face, mutation, deformed,
blurry, dehydrated, blurry hair, bad anatomy, bad propor-
tions, disfigured, gross proportions”

« ¢ architecture: A neural network with a typical 3-layer
U-net [32] architecture. Each layer consists of 2 convo-

20t ¢ = Adam($, L (20, 6))

Figure 5. A schematic overview of Algorithm 1.
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Figure 6. A schematic overview of Algorithm 2.

Table 5. Additional quantitative results on blind JPEG decompression task.

Method FFHQ AFHQ
LPIPS| PSNR{t KID| LPIPS| PSNR{1 KID/]
Pan-10 0.787 12.72  0.2190  0.825 13.15  0.2168
Pan-DCP 0.710 14.91 0.2318  0.673 18.27  0.2472
SelfDeblur 0.676 8.84 0.1959  0.703 8.89 0.1173
MPRNet 0.785 5.99 0.8008  0.769 5.93 0.6809
DeblurGANv2 0.473 2148  0.2207  0.502 21.76  0.1527
BlindDPS 0.431 21,55  0.1791 0.397 20.87  0.2108
GibbsDDRM 0.841 13.91 0.2915 0.775 14.59  0.2915
LADiIBI (Ours)  0.268 21.40  0.0172  0.315 21.12  0.0216

lutional blocks of size 3 x 3 with ReLU activations and
number of input and output channels ranging from 32 to
128.

B. Additional Results

We present more detailed experimental results on all bench-
mark tasks. In specific, Table 5 shows quantitative re-
sults on the JPEG decompression task, including the
optimization-based Pan-10 and Pan-DCP methods. More-
over, Figures 7, 8 and 9 offer more qualitative comparisons
against baseline methods on motion deblurring, gaussian
deblurring and JPEG decompression respectively. Finally,
in Fig. 10 we include comparisons against selected baseline
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methods on the 3 benchmark tasks using a set of Monet and
Van Gogh portrait paintings as ground truth images.

C. Additional Ablation Study

We carefully adjust each parameter of our methodology to
the value that offers the best overall results by conducting
comparative experiments and in this section we offer some
indicative examples of such tests. All hyper-parameter tun-
ing experiments have been performed on the motion deblur-
ring task using the AFHQ dataset.

Figure 11 presents both the LPIPS and KID score for the
value of the timestep at which we encode the measurement
using the forward diffusion process. Both metrics form a
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Figure 7. Additional qualitative results on motion deblurring task.
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Figure 8. Additional qualitative results on Gaussian deblurring task.

U-shape curve, which results from the following fact about ing timestep too large, most of the information about the
encoding the measurement image; if we make the encod- measurement has been replaced by noise which does not al-
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Figure 9. Additional qualitative results on JPEG decompression task.
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Figure 10. Additional qualitative results on painting restoration.

low the sampling process to leverage useful features of the
degraded image. On the other hand, if the timestep is too
small, the sampling process is not equipped with enough
scheduled variance to reach the target prior distribution.

In addition, Figure 12 presents the effectiveness of tak-
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ing advantage of the time-traveling strategy. More time-
traveling boosts the overall performance up to a specific
value, after which we begin to notice a trade-off between
perceptual clarity of the image and fidelity to the target dis-
tribution.
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Figure 11. Ablation study on diffusion timestep for encoding the
measurement.
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Figure 12. Ablation study on number of time-traveling steps.

With respect to ablation studies, we are interested in
evaluating the performance of our algorithm when using a
task-agnostic implementation for A ;. Hence, we tested the
neural network architecture employed for non-linear tasks
at linear inverse problems and we showcase qualitative re-
sults in Figure 13. We observe that, although performing
worse than LADiBI employed with a linear operator archi-
tecture, the task-agnostic method is capable of producing
estimates of decent quality while also preserving a design
that allows applicability to any image restoration task.

D. Limitations and Future Works

In this section, we discuss the limitation of LADiBI and
potential future works to address these problems.
Similar to many training-free diffusion posterior sam-
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LADIBI w/ linear ¢

Measurement LADIBI w/ deep ¢ Ground Truth

Figure 13. Comparison between linear and deep operator architec-
ture on linear tasks.

pling algorithms [8, 9, 14, 27], our method is also sensitive
to hyper-parameter tuning. We have provided details about
our hyperparameter choices in the previous sections, and we
will release our code in a public repository upon publication
of this paper.

Another notable drawback of our method is that LADiBI
requires significantly longer inference time in comparison
to the best performing baseline (i.e. GibbsDDRM [27]) in
order to obtain high quality restorations. With the general
operator initialization, our algorithm can take around 5 min-
utes to complete on a single NVIDIA A6000 GPU while
GibbsDDRM only takes around 30 seconds. Although this
is justifiable by the larger optimization space that we op-
erate on, investigating on how to reduce the inference time
requirement is an interesting and critical next step for our
work.

Lastly we would like to note that, while neural networks,
as demonstrated in the previous sections, can serve as a gen-
eral model family for various operator functional classes
and achieve satisfactory results, obtaining state-of-the-art
performance for linear tasks within a reasonable inference
time still requires resorting to a linear kernel as the esti-
mated operator. Exploring neural network architectures that
can easily generalize across different operator functional
classes while achieving state-of-the-art results efficiently re-
mains an exciting direction for future work.



E. Broader Impact Statement

Lastly, since our algorithm leverages large pre-trained im-
age generative models, we would like to address the ethical
concerns, societal impact as well as the potential harm that
can be caused by our method when being used inappropri-
ately.

As a consequence of using large pre-trained text-to-
image generative models, our method also inherits potential
risks associated with these pre-trained models, including the
propagation of biases, copyright infringement and the pos-
sibility of generating harmful content. We recognize the
significance of these ethical challenges and are dedicated to
responsible Al research practices that prevent reinforcing
these ethical considerations. Upon the release our code, we
are committed to implement and actively update safeguards
in our public repository to ensure safer and more ethical
content generation practices.
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